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Abstract | Assessment of flood prone region is carried out using multi-temporal satellite imagery. The framework for precise assessment of damages caused by flood is presented using remote sensor data. We classify the framework into two categories: (1) Moderate satellite image processing using multi-temporal Moderate Resolution Imaging Spectroradiometer (MODIS) data, and (2) Optical and radar satellite image processing using Linear Imaging Self Scanning Sensor-III (LISS-III) and Synthetic Aperture Radar (SAR) data. In data set#1, spectral-spatial classification is applied on before, during and after flood MODIS imagery. As MODIS is of moderate resolution hence two classes is considered namely water and non-water region. In the case of data set#2 LISS-III (before flood) and SAR (during flood) data hierarchical classification is applied. The SAR data is used to extract flooded and non-flooded regions whereas LISS III data is used to classify various land cover regions. Further, the resultant images are overlaid to analyze the extent of the flood in individual land classes. We review the major development in processing these two flood assessment frameworks.
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1 Introduction

With a rapid growth of space technology, there are varieties of satellites launched for earth observation. The major advantage of satellite technology is that the data acquired has wider scope compared to other existing technologies, since the satellite data provide a better coverage of scene in comparison to aerial data for a given location. Besides, the use of wireless technology and video surveillance need equipments to be set up in the desired region, and hence could be cost prohibitive and also be affected by various natural hazards. This problem is not encountered in the case of satellite data. Thus, the most popular and preferred means for acquiring data to monitor natural disaster—flood, earthquake and volcano eruption is satellite.

Every year floods occur in many regions of the world and cause great losses. In order to monitor and assess such situations, decision-makers need accurate knowledge of the real situation. How to provide actual information to decision-makers for flood monitoring and mitigation is an important task for public welfare. Over-estimation of the flooded area leads to over-compensation to people, while under-estimation results in production loss and negative impacts on the population. Hence there is a need for efficient flood disaster monitoring tool to endure the aftermath of flooding.¹ The most prominent tool for evaluating the flood extent is accurate analysis of multi-temporal satellite imagery.

In the assessment of flood prone region, it is necessary to create detailed land cover maps using multi-temporal satellite imagery. The multi-temporal data acquired before, during and/or after flood were used for mapping and analysis. This earth observation technique can contribute towards flood hazard modeling and can be
used to assess damage to residential properties, infrastructure and agricultural crops.\textsuperscript{2,3}

Several studies have been carried out, for example in China and throughout Europe, for monitoring of floods using multi-temporal satellite data, with encouraging results.\textsuperscript{4} In India, some of the regions most frequently affected by floods include the Brahmaputra basin in Assam, the Kosi basin in Bihar, the Godavari basin in Andhra Pradesh, and the Yamuna basin around Delhi. The multi-temporal image features were extracted in order to compare both normal and heavy monsoon/flood conditions.

In order to develop a damage estimation framework for flood prone regions, a database using remotely sensed data (optical and microwave/Synthetic Aperture Radar data) and topographic maps can be efficiently created for certain time instant.\textsuperscript{5,6} The spectral, spatial and contextual information are integrated, and subsequently classification is applied for extraction of flood-prone regions.

NASA’s Moderate Resolution Imaging Spectroradiometer (MODIS) satellite sensor has considerable potential for applied hydrology applications such as flood detection, characterization and warning, flood disaster response and damage assessment, and flood disaster mitigation. Although MODIS is a medium-resolution image sensor (250 metre pixels) it does provide excellent land/water discrimination.\textsuperscript{3,7} Because of the medium-resolution of MODIS, some features such as river courses, canals, and roads appear in the images as simple lines, without additional details that would further complicate the extraction of linear features.

MODIS data have attracted many researchers to work towards optical data based flood assessment because of their easy availability and cost-effectiveness. Islam et al. (2009)\textsuperscript{9} presented a flood inundation mapping based on Normalized Difference Water Index (NDWI). Khan et al. (2011)\textsuperscript{9} applied ISODATA algorithm for the classification of flooded and non-flooded regions using MODIS data. Sakamoto et al. (2007)\textsuperscript{10} did an extensive research on detecting temporal changes using MODIS time-series data. Enhanced Vegetation Index and land-water surface index were employed for producing time-series inundation maps.

Optical sensors of the satellites are used to obtain data of the region prior to the flood. But such sensors are dependent on illumination by the sun, and there is also a possibility of misinterpretation of land cover map under the cloudy weather conditions.\textsuperscript{11} However, Synthetic Aperture Radar (SAR) data have the capability of distinguishing between the land cover even during the unfavorable weather conditions because of its active sensor system which uses dipolar effect to acquire the data.\textsuperscript{12} Hence, SAR data are used to analyze the land during flood. The optical data is classified according to the various distinct types of land cover\textsuperscript{13} and SAR data help to determine the flooded and unflooded regions.\textsuperscript{14}

Some of the researchers have considered both SAR (during flood) and optical data (before flood) for flood assessment. An analysis of flood inundation risks in terms of land use has been done.\textsuperscript{15,16} Duc (2006)\textsuperscript{12} applied Gray Level Co-occurrence Matrix (GLCM) based texture analysis and then supervised method, namely maximum likelihood classifier for flooded area segmentation. Senthilnath (2013)\textsuperscript{17} applied speckle noise removal and image segmentation for extraction of flood affected region.

Many researchers are currently engaged in developing multi-temporal satellite image processing framework for precise assessment of damages caused by flood. In this paper, we present a survey of multi-temporal satellite image processing framework and methods for flood assessment. Our aim is to provide a better understanding of the current scenario in this field. We propose an satellite image processing framework for two scenarios: 1) to estimate accurately the flooded and non-flooded cities using MODIS data; and 2) to identify the extent and type of the inundated area using LISS-III (before flood) and SAR (during flood) data.

In literature, the aforementioned data is efficiently processed using spectral-spatial and hierarchical classification techniques. Spectral-spatial classification is applied on before, during and after flood MODIS data. MODIS is of moderate resolution, here two classes are considered for grouping (water and non-water). The river network forms a linear segment, hence, initially spectral feature method is used to classify water and non-water region. Sometimes non-water region may be misclassified as water region because of similar spectral information. To overcome this problem spatial features based on shape index and density index are also considered. In the case of LISS-III (before flood) and SAR (during flood) data hierarchical classification is applied. Here, the complex data set is split into a number of cluster centers by satisfying Bayesian Information Criteria (BIC), and the data set grouped (merged) into their respective classes. We combine the classified before and during flood data to estimate the extent of land cover affected by
the flood. The performances of aforementioned approaches are analyzed.

2 Methodology
In this section, multi-temporal satellite data is used for flood assessment using spectral-spatial classification and hierarchical classification. Some of the processing framework from the earlier works is highlighted.

2.1 Spectral-spatial classification
Here MODIS surface reflectance product (i.e. MOD09Q1) is used, this product contains ortho-rectified image. Hence co-ordinate points are sufficient to get same scene coverage for multi-temporal satellite data. So there is no need to align any of this imagery. The flow chart of the proposed approach is shown in Fig. 1. The processing steps involved are as discussed below:

2.1.1 Image restoration: Optical satellite data are often adversely affected by image “noise” due to clouds. In literature, median-based switching filter, called Progressive Switching Median Filter (PSMF), along with histogram equalization is applied to remove all the cloud noise and to enhance image quality for during flood MODIS image. This is shown in Fig. 1 as preprocessing step for during flood image.

2.1.2 Image classification based on spectral features: In satellite imagery, the appearance of water strongly depends on the sensor’s spectral sensitivity and its resolution. In this study, moderate-resolution grey-scale MODIS data are used. The grey-scale intensity of any pixel in an image depends on the reflectance properties of the object it depicts. Each object can therefore be classified into different groups based on its specific intensity level in the image. Due to moderate-resolution, the data is classified into two groups: water and non-water.

For our purposes, the aim of the clustering is to eliminate those features which do not have the reflectance properties of water. However, as some non-water features in the image will have reflectance properties similar to water; these may be erroneously classified into the water group. Solutions are discussed in the next step. Here Genetic Algorithm is used to cluster the image using the fitness function. Senthilnath et.al (2013) provide a detailed description of the problem formulation and analysis of this approach. Here, the water pixels and non-water pixels from three images (before, during and after flood) are clustered for entire image.

2.1.3 Image segmentation based on spatial features: The objective of image segmentation is to eliminate those pixels that are wrongly classified as water. However, as some non-water pixels in the image will have reflectance properties similar to water, and hence these pixels may be misclassified into the water group. Because of this, false-water pixels get classified into the true-water pixels which are a hindrance in the classification. This hindrance is removed by segmentation using spatial features of the image. The image is first divided into regions and the geometrical parameters for every region are calculated. Then these regions are segmented as true-water and false-water regions. For this we use Shape Index (SI) and Density Index (DI) defined as:

\[
SI = \frac{P}{4 \cdot \sqrt{A}} \tag{1}
\]

\[
DI = \frac{\sqrt{A}}{1 + \sqrt{\text{VAR}(X) + \text{VAR}(Y)}} \tag{2}
\]

where \(P\) represents the perimeter of the region (the number of pixels on the boundary of the region), \(A\) represents the area of the region (the number of pixels of the region), \(\text{VAR}(X)\) represents variance of x-coordinates of all the pixels in the region, \(\text{VAR}(Y)\) represents variance of y-coordinates of all the pixels in the region and the term \(\sqrt{\text{VAR}(X) + \text{VAR}(Y)}\) gives an approximate radius of the region.

The river pixels have a high SI and a low DI, whereas non-river pixels have a low SI and a high DI.
Thus, for segmentation purpose, threshold values are set for both indices: SI and DI. Regions having a SI greater than the SI threshold value, and a DI lower than the DI threshold value, are segmented as water and non-water regions. Those regions which do not qualify as water are segmented as non-water. We see that the non-flooded regions (false-water) are more than the flooded region in an image. The perimeter value of a non-flood region is greater than that of a flood region. This makes the ratio of perimeter to the area, a high value for non-flood region and a low value for flood region. Thus, non-flood regions have a higher value of SI than flood regions, and hence, the DI for flooded regions is higher than that for non-flooded regions. Thus, for segmenting purpose, threshold values can be set for both the indices: SI and DI. Regions having a SI lower than the threshold value and DI higher than the threshold value are segmented as flooded regions.

### 2.1.4 Accuracy assessment

The performance of image clustering and segmentation algorithm is evaluated using Root Mean Square Error (RMSE)\(^3\) and Region of Convergence (ROC)\(^3\) methods.

### 2.2 Hierarchical classification

Here flood damage assessment using multi-sensor data is carried out using LISS-III (before flood) and SAR (during flood). The flow chart of the proposed approach is shown in Fig. 2. The processing steps involved are as discussed below:

#### 2.2.1 Speckle removal filter

Gamma MAP filter is based on the Bayesian analysis of image statistics. It uses the Maximum A-Posteriori (MAP) estimation method. While using this filter, Gamma distribution is assumed for the underlying image and the speckle noise in it. Thus this filter works best for geo-spatial images containing homogenous areas such as oceans, forests and fields.\(^20\)

#### 2.2.2 Image alignment

The task of image alignment involves establishment of correspondence between LISS-III and SAR data. Image alignment\(^21\) is an essential step for geometrically aligning an image obtained from different sensors, different times, or from different viewpoints with a reference (LISS-III) image. This image which is aligned is called the sensed (SAR) image, and the image with respect to which alignment is carried out is called the reference (LISS-III) image. The transformed sensed image which aligns with the reference image is called the registered (SAR) image.

Image alignment involves feature detection, matching and transformation. Also in comparison with before flood (LISS-III) image, during flood (SAR) image there may be scene changes and growth due to inundated regions, this is taken care in this step.

Here, feature detection (keypoints) is carried out on LISS-III and SAR data using Scale Invariant Feature Transform (SIFT)\(^22\) and these keypoints matching is employed based on objective switching Genetic Algorithm (GA). This approach was proposed by Senthilnath et.al (2012)\(^23\) and this paper provides a detailed description of the problem formulation and analysis of this approach. From these matched keypoints, the SAR image can be registered using the affine transformation which takes into account scaling, shearing, rotation and translation.

#### 2.2.3 Bayesian information criteria

For large data sets, it is difficult to determine the number of clusters required, as it depends on the distribution of the given data. A platform is needed, from where an optimal number of cluster centers can be picked for a given data set. Bayesian Information Criteria (BIC)\(^24\) is a model fitting approach, which provides the optimal number of clusters. The splitting of data set using BIC\(^24,25\) into number of clusters is given by

\[ BIC = L(\theta) - 0.5 \times k_j \times \log(n) \]  

where \(L(\theta)\) is the log-likelihood measure for the data set, \(k_j\) is the number of free parameters for the specific number of clusters and \(n\) is the number of data points for a given data set.

#### 2.2.4 Cluster splitting and merging

The cluster analysis forms the assignment of data set into clusters based on some similarity measure. In this
study, cluster splitting using Niche Genetic Algorithm (NGA) and merging method using voting technique is applied. These hierarchical splitting techniques make use of kernel functions for locating maxima for a given set of discrete data points.

After obtaining cluster centers from NGA, data points are merged to its closest cluster centre. Grouping the data points to exact number of class is done using voting methodology. In voting method classification of clusters is done using class labels. If the majority of the data points belong to a particular class then the whole cluster is labeled as that class. In some cases, if the number of data points of a class is less, then majority voting fails. To overcome this ambiguity a threshold is set for class having less data points.

2.2.5 Accuracy assessment: The performance of hierarchical classification is evaluated using producer’s accuracy (PA), user’s accuracy (UA), overall accuracy (OA) and Kappa coefficient.

3 Result and Discussions
In this section, we present the flood assessment using spectral-spatial classification for MODIS data and hierarchical classification for LISS-III and SAR data.

3.1 Data set#1: MODIS imagery
Region surrounding Krishna river near Manthra-laya, Andhra Pradesh is taken as study area. The dataset obtained from MODIS (MOD09Q1) Terra surface reflectance 8-Day L3 Global 250 m satellite images are used for this purpose. This dataset comprises 2 bands. Band 1 (visible red region) lies between 620–670 mm and Band 2 (Near Infra-Red region) is centred between 841–876 mm. Band 1 is more sensitive for the detection of land/cloud boundaries while NIR band is more efficient in detecting water region since water has significant low reflectance in NIR region.

All the MODIS data are clustered into two classes (water and non-water) using Genetic Algorithm (GA). The pixels are eventually clustered as water and non-water region. In GA, crossover operator tries to optimize the solution globally while the mutation operator searches locally. So we use the variable rates of crossover and mutation to aid swift optimization. The chromosome with best fitness value is used to cluster the image. The clustering result of the Krishna River before and after flood (i.e. March 2009 and November 2009) by the GA technique is shown in Figs. 3(b) and 4(b).

The failure of classification to extract water features from the images is overcome by segmen-
tation. For segmentation purpose, we use the spatial, i.e. geometrical features of the linear segments. We use two indices as geometrical features—Shape Index (SI) and Density Index (DI). Using these, the linear segments are differentiated from non-linear segments by thresholding values of these indexes.

From Figs. 3(c) and 4(c) we can observe that segmentation eventually extracts the linear features from images to a reliable extent. In case of image of Krishna river system before and after flood, the final segmented images as a result of classification by GA are shown on a backdrop of the original image in Figs. 3(d) and 4(d). In these images, river course is represented by white pixels. It has been observed that RMSE value for GA with segmentation for before and during flood image is 0.18 and 0.16 respectively.

To assess the quality of extraction of flood area in image of Krishna river image during the flood, i.e. September 2009, a list of cities situated in the flooded region is created. To create this list, all the cities situated in the region shown in the image were plotted on the original image as points as shown in the Fig. 5(a). The cities which were not affected by flood are represented by white discs whereas affected cities are represented by white discs with black dots in the center.

The cities flooded, according to classification by GA, are shown as white dots in the Fig. 5(b). The result of Fig. 5(b) is evaluated using the terms like True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN). These ROC parameters are TPA, TNR, FPR and ACC. Total number of cities flooded is 12 and GA has identified 10 cities, and 2 places is misclassified; from 16 non-flooded places it has picked 15 correctly and 1 place is misclassified. From this measure, we can obtain ROC parameters: true positive rate is 0.83, true negative rate is 0.94, false positive rate is 0.06 and accuracy is 0.89.

In literature, the methods such as k-means and Mean Shift Segmentation (MSS) are widely used for image segmentation. In our study, we applied these methods to segment before flood (March 2009) image.

From these two methods, we can observe that RMSE value for k-means is 0.45 and MSS is 0.26.
In comparison, with these methods RMSE value of GA is 0.18 which is better than k-means and MSS.

3.2 Data set#2: LISS-III and SAR data

The study area includes the regions affected by the Kosi river flood in Bihar during 2008. We focused mainly on the Bhagalpur district, where the Kosi tributary merges with Ganges, and assess the extent of damage caused. The districts affected by the flood and covered in this image include Bhagalpur, Khagaria, Katihar and Madhepur.

We use LISS-III image to assess the land cover prior to the flood. It was collected on April 11, 2008 from RESOURCESAT-2. For flood delineation, we use SAR C-band dataset obtained from RADARSAT-2 on August 27, 2008 during the flood. The spatial resolution of the LISS-III image is 23.5 meters per pixel and SAR image is 30 meters per pixel. The image dataset used is of size 1614 × 3645 pixels. The SAR image is separated into two classes, namely flooded and non-flooded. The LISS-III image is classified into 4 different land cover types, namely urban land, fallow land, water and vegetation. Initially, speckle removal is done on the SAR image by applying Gamma-MAP filter and SAR image is aligned using LISS-III image. For these data BIC is applied to determine the optimal number of clusters required for the data. We observe that the optimal number of clusters is 9 for SAR image and 100 for LISS-III image.

We apply ISODATA and Niche Genetic Algorithm (NGA) to generate 9 number of clusters, as specified by BIC on SAR image. We then merge them into 2 classes, corresponding to flooded ($A_1$) and unflooded region ($A_2$). The resultant image using NGA is shown in Fig. 6. We compare the performance of these techniques in classifying the SAR image, and the results are tabulated in Table 1. From this table, we observe that the two techniques managed to effectively pick all the flooded and unflooded regions, although some portion of flooded region has been incorrectly classified as unflooded. This is caused by the change in the dielectric value of the inundated surface, which thus appears unflooded. NGA gives marginally better results, both in terms of overall accuracy and Kappa coefficient.

We apply ISODATA and Niche Genetic Algorithm (NGA) to generate 100 number of clusters, as specified by BIC on SAR image. Further, we merge them into 4 classes, namely urban land ($B_1$), fallow land ($B_2$), water ($B_3$) and vegetation ($B_4$). The resultant image using NGA is shown in Fig. 7.
It consists of 7 classes, namely unflooded urban land ($C_1$), unflooded fallow land ($C_2$), water ($C_3$), unflooded vegetation ($C_4$), flooded urban land ($C_5$), flooded fallow land ($C_6$) and flooded vegetation ($C_7$). Further, the image obtained by overlaying the results of NGA on LISS-III and SAR images, is shown in Fig. 8.

We compare the performance of these techniques in classifying the LISS-III image, and the results are tabulated in Table 2. We observe that NGA provides far superior results in comparison with the ISODATA. In all the techniques, the accuracy is low for the class having less data points, namely class $B_1$, which represents urban region. Since we use hierarchical clustering, the cluster centers of these smaller classes are not picked, and the points get misclassified into the larger classes. The user accuracy for class $B_1$ is poor for ISODATA, but NGA has picked it with greater accuracy.

Further, the classified data of LISS-III and that of SAR, obtained using ISODATA and NGA, are overlaid, to obtain the resultant image that gives the flood extent in each class of the LISS-III image.
unflooded and flooded urban regions, tend to get misclassified into different land cover types. This is because their cluster centers are not picked, and get merged with the larger classes. NGA provides more optimal results, and picks all the classes with greater accuracy than ISODATA.

4 Conclusions
Multi-temporal time series analyses of satellite images are useful for specific applications. Applications include, but are not limited to, agriculture mapping, flood assessment, fuel type assessment and soil moisture mapping. Here a survey on multi-temporal satellite data for flood assessment is presented. This is very valuable for the decision makers who plan for flood management measures.

We have surveyed in this paper issues on two different categories: (1) Moderate satellite image processing framework, and (2) Optical and Radar satellite image processing framework. We have summarized and compared different processing methods. We have presented the spectral-spatial classification using MODIS (before, during and after) flood data and hierarchical classification using LISS-III (before flood) and SAR (during flood) data for assessment of flood prone region. Moreover, we have highlighted improvements and research in each satellite image processing techniques on aforementioned data set.
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